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ABSTRACT

The acquisition of accurate and reliable 3D data is an essential step for the major goals of the
Build2Spec project as it is required for novel inspection and progress tracking methods, as well
as for quality check and management tools. This deliverable gives an overview of various acqui-
sition methods and 3D scanning technologies that have been applied within the project. In par-
ticular, active depth sensing technologies like laser scanners, Geogle Tango tablet and Microsoft
HoloLens devices have been used. Furthermore, multiple passive depth sensing technologies in
which 3D models are computed from large set of images which were captured by a human with
a GoPro camera or images from flying drones have been processed.

Moreover, we discuss automatic building information modelling (BIM) from such 3D reconstruc-
tions as well as the integration of captured data into the virtual construction management plat-
form (VCMP).
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ABBREVIATIONS

B2S = Built to Specifications
DOA = Description of Action;
CS = Communication Strategy;

WP = Work Package.

SfM = Structure from Motion

SLAM = Smultaneous Location and M apping

D4.3 = Deliverable 4.3
D4.4 = Deliverable 4.4

BIM = Building Information Model
IFC =Industry Foundation Classes

BFC = BIM Collaboration Format

VCMP = Virtual Construction Management Platform
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1. INTRODUCTION

Capturing 3D models of buildings in any phase of their construction is an important corner-
stone for subsequent storage, building information modelling (BIM), inspection, progress track-
ing as well as task management of 3D entities.

This document provides an overview of multiple 3D scanning de vices and technologies that
have been considered and developed for the Built2Spec project.

Outline: Section 2 provides theoretical background information about different 3D presenta-
tions as well as some algorithms which are employed for the during the processing of 3D data.
Section 3 describes the different scanning technologies in more details and compares them with
respect to their properties like: quality, accuracy, speed, and cost. Section 0 provides examples
of test datasets that have been acquired for the project.Section 5 explains the data integration
into the VCMP and BlIMserver. Section 6 describes, as additional work to D4.3, a method devel-
oped by ETH that automatically creates a BIM from previously scanned data. Section 7 concludes
the report.

Important note: Deliverable D4.3 comprises the data acquisitiorwith various technologies, while
Deliverable D4.4 (due at M36 ¢ Dec. 2017)deals with processingand analyzingthe 3D data ac-
guired. Moreover, the content of this deliverable is also related to the Deliverables D2.2 (due at
M29), D4.5(due at M30), D7.2(submitted at M28) and D7.3 (submitted at M28) to which we will
refer for further details.

1.1 Overview

This section provides an outline of the processing pipeline for the 3D data acquisition which
can be done with various sensors as well as the subsequent data analysis for progress tracking
and accuracy benchmarking. The processing steps are listed in the following and are also de-
picted in Figure 1-1.

Processng steps:
1. Data acquisition (D4.3):
A By using passive sensors i.e. imagesfrom human exploration or drones ,

A By using active sensors i.e. by using devices such asGoogle Tango, Microsoft
HoloLens, or 3D Laser Scanners

2. 3D Reconstruction pipeline (D4.4):

A Alignment and comparison against 4D BIM models,
3. Geometry Analysis (D4.4):

A Detect Discrepancies (positive or negative),

A Progress Tracking.

Deliverable 4.3 3D Capture Deliverable
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Data Acquisition

Images Geometry Analysis
3D
Google reconstruction Detect
Tango Discrepancies
Alignment —>
Microsoft Progress
Hololens 4D BIM MOde|S Tracking

‘_;.é_ Drones

Figure 1-1 Overview of 3D data acquisition and data processing. Deliverable D4.3 comprises the data acquisition
with various technologies. Deliverable D4.4 deals with processing and analysing the 3D data.

2. BACKGROUND

This section will introduce some basic concepts, which will help to understand the technolo-
gies behind the devices used to for the data acquisition described in this document. All the de-
vices are mainly based on two techniques: Structure from M otion (SfM) and Simultaneous Lo-
calization and M apping (SLAM); described in more details in Section2.2and 0, respectively.

The goal of both SfM and SLAM is to estimate camera positions corresponding to a set of input
images and simultaneously recovering a sparse 3D structure of the scene Essentialy, SfM and
SLAM are solving a very similar problem, but while SfM is traditionally performed in an offline
fashion, SLAM has been slowly moving towards the low -power / real-time / single RGB camera
OOETl wOl wOx1 UEUDPODOS w, EOa wo iuaud flormuNiobdh warkzfdl sotédot wil B x 1 U
Ul 1T whpOUOEZUWEDT T 1 UU wtmakd mags Géiter ESGcbelsstiilOmappingprosudis w
like Google Maps could not have been built without intimate knowledge of multiple -view ge-
ometry, SfM, and SLAM. A typical SfM p roblem is the following: given a large collection of pho-
tos of a single outdoor structure (like the Coliseum , seeFigure 2-1), construct a 3D model of the
structure and determine the camera's poses

Figure 2-1 Coliseum 3D reconstruction, from Flickr photo collection.

Deliverable 4.3 3D Capture Deliverable
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SfM is an essential component in this Deliverable, since it is used to obtain the Point Clouds
(3D Reconstruction) from the images acquired with GoPro and Drones. In the other hand, SLAM
is the method used in devices like Google Tango and Microsoft HoloLens. More details about
these devices will be described laterin Section 3.

2.1 Definitions

In order to describe the different 3D data acquisition technologies, we introduce some termi-
nology in this section. To avoid repetition between deliverables, p lease refer to D2.2 for further
literature review of techniques to perform camera calibration and automatic referencing.

2.1.1 Point cloud

A point cloudis a set of data points in a common coordinate system. Within the Built2Spec
project, point clouds denote sets of 3D points that represent samples of captured surface of an
object or a scene.

2.1.2 Mesh

A meshis a collection of vertices, edges and faces in order to describe a surface in 3D space.
The faces are desribed by polygons which connect neighboring vertices and are often restricted
to triangles (triangle meshor quadrilaterals.

2.1.3 BIM

Building Information Modelling (BIM) is a processof creating and managing all the infor-
mation during the project lifecycle, i.e. at planning, design, construction and operation phases of
a physical infrastructure project. The output of this process is the Building Information Model,
the digital description of every aspect of the built asset.

In the Figure 2-2 different shapes and 3D model representations are shown: point cloud (left),
triangle mesh (middle), and BIM (right) . The resolution of the mesh has been reduced to better
visualize individual triangles.

Figure 2-2 Model representations are shown: point cloud (left), triangle mesh (middle), and BIM (right).

2.2 Structure from Motion (SFM)

3D reconstruction from images traditionally first recovers a sparse representation of the scene
and the camera poses of the iput images using Structure from Motion (SfM). In our case, images

Deliverable 4.3 3D Capture Deliverable
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are obtained with GoPro cameras or using Drones taking pictures around an object, as it will
explain later.

Summarized in Figure 2-3, Structure-from-Motion is the process of reconstructing 3D struc-
ture from its projections into a series of images. The input is a set of ovellapping images of the
same object, taken from different viewpoints (Figure 3-11). Ensure aproper level of visual over-
lap of the captured images is fundamental to achieve reasonable results when performing the 3D
reconstruction.

The output is a 3D reconstruction of the object, and the reconstructed intrinsic and extrinsic
camera parameters of all images.

Typically, Structure-from-Motion systems divide this process into the following stages:

1. Feature Extraction,

2. Feature Matching,

3. Geometric Verification,

4. Incremental Reconstruction.

Images Correspondence Search Incremental Reconstruction Reconstruction

B "[ B Initialization - mmm—————— ->
1 I

! ‘ {
Image Registration Outlier Filtering 30 %ah

Geometric Verification Triangulation Bundle Adjustment

B w =

Figure 2-3 Overview of an incremental Structure -from -Motion pipelin e.

To conclude this section, as general recommendations, to ensure optimal 3D reconstruction
the follow ing guidelines should be taken into account when capturing images :

1 Choose agood texture avoiding completely texture -less images
1 Try to capture images at similar illuminati on conditions avoiding high dynamic range
scenesand shiny surfaces.

Capture images with high visual overlap and from different viewpoints
2.2.1 Feature Extraction

For each image, SfM pipeline detects a sebf local features that are represented by an appear-
ance descriptor. The features should ideally be invariant to radiometric and geometric changes,
with the goal of being uniquely recognize in the matching stage in multiple images. For example,
SIFTfeatures[1] are highly distinctive, in the sense that a single feature can be correctly matched
with hig h probability against a large database of features from many images.

2.2.2 Matching

Next, SfM discovers images that see the same scene part by leveraging the features extracted
in the previous step. Since descriptors are high dimension vectors, a possible appro&h is to ob-
tain the nearest neighbor of the scene from all model features in the descriptor space. A common
method to this end is FLANN [2], which performs fast approximate nearest neighbor searches in
high dimensional spaces.

Deliverable 4.3 3D Capture Deliverable
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3T 1T wUI PUEWUUET T wYT UDBr 1 U hebtveen imagd pairsOSiréEa@king 8Y 1 UOE »
based solely on appearance, it is not guaranteed that corresponding features actually map to the
sameUET Ol wx OPOUG wW3T 1T Ul i OUl Ow2i, wYi UBr 1 UwOT that OEUVET 1
maps feature points between images using projective geometry. Depending on the spatial
EOOr T UUEUDPOOWOI wWEQWPOET 1 wx E Belt Georfedid réldtioh] AhOmo® E x x B O1
raphy H describes the transformation of a purely rotating or amoving cameracapturing a planar
scene[3]. Epipolar geometry [3] describes the relation for a moving camera through the essential
matrix E (calibrated) or the fundamental matrix F (uncalibrated), and can be extended to three
views using the trifocal tensor [3]6 w( | WEWYEOPEWUUEOQOUI OUOEUDOOWOE x UwE
EIl OpiI 1 OwOT 1 wbOET T UOwWUT 1 awEUI wEOOUDPEIT Ul Ewl 1 601 UUD|
matching are often outlier -contaminated, robust estimation techniques, suchas RANSAC [4], are
required. The output of this stageis a set of geometrically Y I U Pimdgé&pairs, their associated

inlier correspondences,and optionally a description of their geometric relation.
2.2.4 Structure and motion reconstruct ion.

SfM initializes the model with a carefully selected two-view reconstruction. Choosing a suit-
able initial pair is critical, since the reconstruction may never recover from a bad initialization.
Moreover, the robustness, accuracy, and performance of thereconstruction depends on the seed
location of the incremental process. Initializing from a dense location in the image graph with
many overlapping camerastypically results in a more robust and accuratereconstruction due to
increasedredundancy .

Image Registratio n. New images can be registered to the current model by solving the Per-
spective-n-Point (PnP) problem [5] using feature correspondences to triangulated points in al-
ready registered images (2D-3D correspondences).

Triangulation. A newly registered image must observe existing scenepoints. In addition, it
may also increasescene coverageby extending the set of points through triangulation [6]. This is
a crucial step in SfM, asit increasesthe stability of the existing model through redundancy [7]
and it enables registration of new images by providing additional 2D -3D correspondences

Bundle Adjustment (BA). Image registration and triangulation are separate procedures, even
though their products are highly correlated - uncertainties in the camera pose propagate to tri-
angulated points and vice versa, and additional triangulations may improve the initial camera
pose through increased redundancy. Without further refinement, SfM usually drifts quickly to a
non-recoverable state. BA is the joint nonlinear refinement of camera parameters and point pa-
rameters that minimizes the re-projection error, in order to mitigate errors. See more information
in [7] and Section3.2

2.3 Simultaneous Localization and Mapping (SLAM)

SLAM is a reaktime version of Sructure from Motion. Visual SLAM or vision -based SLAM is
a cameraonly variant of SLAM which forgoes expensive laser sensors and inertial measurement
units (IMUs ). Monocular SLAM uses a single camera while non-monocular SLAM typically uses
a pre-calibrated fixed -baseline stereo camera rig.

Deliverable 4.3 3D Capture Deliverable
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A multitude of combinati ons of sensing modalities have been used for SLAM, including LI-
DAR, RGB-D cameras inertial sensors, GPS, and vision. LIDAR is a form of active sensing, which
consistsOT wOl EVUUUDPOT wOEUI UwUDPOT wOiewkEBD tathends Guubtdd | UwE |
light) projects a narrow band of light onto a three -dimensionally shaped surface produces a line
of illumination that appears distorted from other perspectives than that of the projector, and can
be used for an exact geometric reconstruction of the surfaceshape.

2+ , whbUwi il EUPYI QawEwWwUxI EPEOQWEEU] woOil wOT T w21i, wx
EUT O OUI ExYPUUUEOwWUI EOPUaWExxODEEUDO@US Devaddi-OwUT UE
tional constraint that it should be in real -time; making it an extremely challenging problem .
Google Tango and Microsoft HoloLens have their own implementation of a real -time localization
systems, a variant of Visual-Inertial SLAM using RGB -D cameras (se€8] for more information).

3. TECHNOLOGY DESCRIPTION

3.1 Devices D escription

In the following sections , an overview of the technologies used during the B2S projectis pre-
sented. We briefly describe the technologies and capturing devices which have been used for
OEUEDODPOT wt #wUI EOOUUVUUUVUEUDPOOUS w( OQwx EUbBEMGOE UOQw UT |
pipeline applied to videos captured with a GoPro camera, Drones, Google Tango Tablet, Mi-
crosoft HoloLens, and 3D Laser Scan.

The attention in this UT E UD O O wb bBaw-edrh tedinalGyd worksu E @diwisat possible to

obtain the 3D Point Cloud wUUE U UD OT wi UOOwU U U Y hendtaus WwE & 0w w kil OB E
D7.3- Long Term Testing Teams Workshop materials (submitted at M28).

3.1.1 GoPro

GoPro cameras has been used, seEigure 3-1, since it has a fsh-eye lens which can capture a
wide field of view and, in record mode, it has a high frequency rate (above 60Hz), allowing to
record videos without blur. Therefore, some frames can be extracted as postprocessing from
these videos instead of continuously take pictures that can be time consuming.

Figure 3-1 GoPro Hero.

As general recommendations, if the picture capture processis controlled over, please follow
these guidelines for optimal reconstruction results:

Deliverable 4.3 3D Capture Deliverable
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1 Capture images with good texture. Avoid completely texture -less images (e.g., a white
wall or empty desk). If the scene does not contain enough texture itself, you could place
additional background objects, such as posters, etcGood texture provi des unique features
on the object surface which is essential for matching them across different images and
estimating their 3D position.

1 Capture images at similar illumination  conditions. Avoid high dynamic range scenes
(e.g., pictures against the sun with shadows or pictures through doors/windows). Avoid
specularities on shiny surfaces. The feature matching across images becomes significantly
harder with strongly varying illumination and correspondences might not been found.

1 Capture images with high visual overlap. Make sure that each object is seen in at least 3
images+t the more images the better.Overlap ensures that many visual features are avail-
able for matching features and subsequently estimating the relative camera motion.

1 Capture images from differ ent viewpoints . Do not take images from the same location by
only rotating the camera, e.g., make a few steps after each shot. At the same time, try to
have enough images from a relatively similar viewpoint. Different viewpoints are im-
portant to see the sane surface several times to estimate feature locations in 3D and to
reduce the amount of unobserved areas due to occlusions.At least 3 to 5 images depicting
the surface features should be taken for reasonable results.

3.1.2 Drone (EURECAT & R2M )

Drone survey allows a rapid 3D-reconstruction of the external geometry of the building
simply starting from the post -processing of the acquired pictures.

The main advantages of this technology are here below listed:

1 high-quality and low-costdata: one can get an area stvey just in few minutes of fly al-
low ing the acquisition of high value information and high accuracy pictures ( about 2 cm
precision at ground);

improved safety: no need to deploy personnel in hazardous areas without any health risks fo r

the surveyors working on site. Drone survey and related imageries data post-process technology

EUOUT T OwUOwWUT 1T wOEUOT UwEwWYT Ua wdl pwxOP1T Ul UOwW?2UOO0~
time spent collecting accurate data- by acquiring imageries from the flight you can gather mil-

lions of high precision data points per flight improving also the safety since no personnel is em-

ployed directly in hazardous areas. In other words, drone makes the data collection simpler so

you can focus your energy on using and analyzing the acquired data, rather than working out

how to gather it.

Anyway t he dataset i.e. the images to be captured by drone onsite, is the key aspect in order
to generate a good 3D reconstruction from images with high quality and accuracy. This dataset
acquisition depends on the following key points:

91 High overlap between images;
1 Image acquisition plan, which depends on the type of terrain/object to be reconstructed,
which in turn depends on:
o Path planning,
o Flight height,
o0 Camera angle(s),

Deliverable 4.3 3D Capture Deliverable
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0 Number of flights;
1 Ground Control Points (GCPs) to improve and/or validate the accuracy of the geo -refer-
encing.

However, the sensor selection must be done before the definition of the image acquisition
plan. In this sense, there is a tradeoff between the shutter speed, theaperture and the 1ISO sensi-
tivity of the camera. For processing, the images should be sharp and have the least amount of
noise. As a rule of thumb:

9 Shutter speed should be fixed and set to medium speed (between 1/300 second and 1/800
second), but fast enoudh to not produce blurry images.

1 I1SO should be set as low as possible (minimum 100). High ISO settings introduce noise
and reduce the quality of the results.

9 Aperture depends on the lens and it is better to leave it on automatic.

Once the camera has been dected, the design of the image acquisition plan can be started.
The first step is to decide the Ground Sampling Distance (GSD), which is the distance between
the centers of two consecutive pixels on the ground; therefore, it is directly related to the resolu-
tion of the 3D reconstruction. By minimizing the GSD, the accuracy and the quality of the final
results will be better as well as the number of details that are visible in the final 3D reconstruction
will be higher. Thence, minimize the GSD must be a priority for Built2Spec purposes.

The flight height that is needed to obtain a given GSD can be computed and depends on some
parameters of the camera. The following equation shows the relation between the flight height,
the GSD and the camera parameters:

Q& & "O°YOO

"0a =
Yzpmm

where:

1 "Oa isthe flight height;

1 "Qa dis the image width in pixels;

T "O"Y® the ground sampling distance;
1 "Ois the real focal length;

91 7Y is the real sensorwidth.

The final step is the definition of the path planning, which depends on the terrain/object to be
reconstructed. The following pictures show the common path plans for different cases.

— Area of interest

rest
image I height 2

side / \} E
overlap 2
. ’\ ,"/ 45°

overlap height 1

Figure 3-2 Path plans for different cases. From left to right. Building reconstruction and corridor mapping.
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In a general case, it is recommended to take the images with a regular grid pattern and use an
overlap of 75% with respect to the flight direction and at least 60% between flying tracks (Figure
3-3).

For a building reconstruction, it is recommended to do multiple flights around it at different

altitudes and camera angle (as it is shown in Figure 3-2). It is recommended to take one image
every 5-10 degrees to ensure enough overlap.

Finally, a structure similar to a corridor (road, bridge, viaduct, etc.) requires at least two flight
lines with more frontal overlap (at least 85% - seeFigure 3-2). However, most of the structures
do not fit completely in one of the presented cases. Then, multiple fligh ts must be done to ensure
the completeness of the reconstruction.

The following points must be taken in to account to do multiple flights:

1 The different plans must be taken as much as possible under the same conditions (sun
direction, weather conditions, etc.).

1 There must be enough overlap between the different image acquisition plans (Figure 3-3).

1 The flight height should not be too different between the flights.

Figure 3-3 Overlap between different image acquisition plans, with a right
configuration on the left and an incorrect one on the right.

The last point before flying is the distribution of the Ground Control Point (GCP). AGCP is a
landmark clearly visible in the aerial images, which has been precisely georeferenced. They must
be placed homogeneously in the area of interest. It is also recommended to place one GCP in the
center of the area in order to further increase the quality of the reconstruction. A minimum num-
ber of three GCPs is required to be useful for reconstruction.

As an example, Eurecat defined an image acquisition plan over a viaduct, which ensured the
completeness of the reconstructon. The image below represents the different flights and the lo-
cation of the GCPs.

Deliverable 4.3 3D Capture Deliverable
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Figure 3-4 Image acquisition plan designed by Eurecat for the reconstruction of the viaduct. A grid pattern was
used for the first flight (red line), and two flights were done at the frontal and rear side (green lines).

( OwUT PUwWUET O EsliimGe@id thred fligrisUAIdridE gatteen at 40m (with a GSD of
0.5cm) was used for the first flight (red line in the image above), and two flights were done at the
frontal and rear side of the viaduct at 30m (green lines in the image above). Moreover, seven GCP

were distributed homogeneously in the area (six of them are shown with blue circles in the image
above).

The results of the image acquisition plan were also improved by using a Real Time Kinematic
satellite navigation technique (RTK) which enhance the precision of the position data by using a
reference station, which provides real-time corrections providing up to centimeter -level accu-
racy. RTK was used for the navigation, on the other hand a Post Processed Kinematic method
(PPK) was used to geareference the images. PPK is a method, which processes the positioning
information after the flight. D ata is logged in the drone and combined with the data from the
base station when the flight is completed. As a result, there is no risk of data loss due to radio
links outages. Therefore, PPK is a little more thorough than RTK.

The following image shows th e result of the 3D reconstruction:

Figure 3-53D reconstruction of the viaduct done by Eurecat (Pix4D, left) and by ETH (COLMAP, right).

3.1.3 Google Tango

Google has invested in the development of a tablet devices (Figure 3-6) that can scan and
build 3D models of their environments. ETH is directly involved in the called Project Tango
and the application to capture 3D is described in the Figure 3-7.
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